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CASSCEF Investigation of Electronic Excited States of 2-Aminopurine

Introduction

The standard purine and pyrimidine bases of nucleic acids,
unlike the aromatic amino acids tyrosine and tryptophan that
are naturally found in proteins, show negligible fluorescence
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2-Aminopurine is a highly fluorescent analogue of adenine that can be incorporated synthetically into DNA
with little perturbation of the native double-helical structure. The sensitive dependence of the quantum yield
of this fluorophore on nucleic acid conformation has made it an invaluable probe of DNA structure, dynamics,
and interactions. To assist in the development of models for the molecular interpretation of fluorescence
measurements, the electronic structure of 2-amino-9-methylpurine has been calculated in the ground state
and the lowest singletz* and nz* excited states. These computations employed the complete active space
multiconfigurational self-consistent field method (CASSCF), supplemented by multiconfigurational quasi-
degenerate perturbation theory (MCQDPT). The predicted energiestfoexcitation and emission anaz*
excitation are in good agreement with previous experimental values. The permanent molecular dipoles of the
ground andzr* excited states are similar in magnitude and direction, consistent with experimental observations
of weak solvatochromic shifts inmz* absorption and emission spectra. However, the permanent dipole of the
ni* state is rotated approximately 6@elative to that of the ground state, implying that the* excitation

energy will increase in more polar solvents due to the relative destabilization of this state by unfavorably
oriented solvent dipoles. This result demonstrates that the “blue-shift” ofitfiestate in polar solvents,

which is commonly attributed to the effect of hydrogen bonding, can arise entirely from a general solvent
effect. The energy of a radiationless vibronic transition from:h# state to thenz* state will increase in

more polar solvents, provided that the solvent does not rearrange during the transition. Consequently, the
efficiency of fluorescence quenching by vibronic coupling betweenstiieand nz* states is predicted to
decrease significantly in such solvents. The geometry of the fluorescent emitting state, obtained by CASSCF
optimization of thezz* state, is moderately buckled due to the occupation of an antibonding orbital localized

to C6. This buckling implies an out-of-plane vibration during the relaxation ofrtttestate, which is required

for vibronic coupling between this state and tire* state. Such a solvent-sensitive intramolecular quenching
mechanism may account for the observed dependence of the fluorescence lifetime of 2-aminopurine on the
local environment both in pure solvents and in DNA.

minimally perturbed by the incorporation of 2AP, which forms
a stable WatsonCrick base pair with thymin&2! The fluo-
rescence of 2AP is strongly quenched within double-helical
DNA and is sensitive to changes in DNA structure. This
sensitivity to the local environment has been employed to study

emissior? Consequently, fluorescence studies of DNA and RNA

require that these macromolecules be labeled with an extrinsic

fluorophore. 2-Aminopurine (2AP) is a highly fluorescent isomer

of adenine, with spectroscopic and structural properties that
make it a convenient probe for studies of nucleic acid structure
and function. The lowest-energy absorption band of 2AP in

solution is found at wavelengths longer than those of the natural
nucleotides and aromatic amino acids, enabling selective excita-

tion of this fluorophore from samples containing both proteins
and DNA or RNA. The structure of oligonucleotides is
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biochemical processes such as nucleotide addition by Klenow
DNA polymerasé, base flipping by the repair enzyme uracil
DNA glycosylase?® and formation of the open complex of
Escherichia coliRNA polymerase?

Despite the wide utilization of 2AP fluorescence for bio-
chemical and biophysical studies, the effects of intermolecular
interactions on its emission energy, intensity decay kinetics, and
guantum yield are poorly understood. Within a DNA strand,
the fluorophore experiences a complex environment and par-
ticipates in several noncovalent interactions, including hydrogen
bonding and aromatic stacking. Understanding the effects of
each of these interactions on the photophysics of 2AP would
enable a more detailed molecular interpretation of spectroscopic
changes in relation to the structure and dynamics of DNA.

A description of the electronic structure of this fluorophore
in the ground and excited states is essential to the development
of such mechanistic models. To this end, we have performed
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ab initio quantum chemical calculations of 2-amino-9-meth- ing that is also solvent-sensitive due to its dependence on the
ylpurine (2A9MP) in the electronic ground state and the lowest energy difference between the states.
singletrr* and nt* excited states. These calculations employed  The present calculations seek to evaluate the hypothesis that
the complete active space self-consistent Hel(lCASSCF) the solvent dependence of the quantum yield of 2AP arises from
method, supplemented by multiconfigurational quasi-degeneratevibronic coupling between the emittingz* state and a nearby
perturbation theodf (MCQDPT) and were performed with large  nz* state, with the efficiency of this intramolecular quenching
active spaces containing the full electronic manifold and pathway modulated by solvent-induced shifts in the energies
severalo orbitals. of the two states. The electronic structures of the lowest singlet
Several previous theoretical and experimental studies of 2Ap 7" andnz* states are computed by CASSCF with large active

have attempted to assign electronic transitions to the observedSPaces. The effects of solvent polarity on the energies of
absorption spectrui®.1220A consensus has emerged from this excitation to these states are evaluated from their permanent

literature that the lowest-energy absorption band in solution Melecular dipoles using a classical model of solvafiéhThe

represents a singler* transition centered at approximately 4.11 geometry of thez* state i§ opFimized o obtain the fluorescgnt
eV (302 nm). The maximum of the absorption spectrum is fairly emitting state, and the significance of out-of-plane vibrations

insensitive to the solvent environment, varying no more than n e>_(C|ted-s_tate relaxation IS detgrmln_ed. Th? results are
0.1 eV over a wide range of solvertt® The fluorescence consistent with the hypothesis that vibronic coupling torth®

L . . . . state quenches ther* fluorescence of 2AP. Furthermore, it is
emission, which occurs from the same* state, is subject to

. . . demonstrated that the observed solvent dependence of this

?gﬂexvnt:?tfg:eza_tae;]'is.nocl)\_/gitgfhhyrlc[)) T:;:héfztzlgrélggI;:?J;?:Eh%ggneev process can be ratio_nalize_d Withil’_l the framework of a simple
. . classical model of dipolar interactions.

to approximately 3.35 eV (370 nm) for 2AP and various
derivatives in neutral aqueous buffét’>25The emission energy
generally decreases with increasing solvent polarity, implying
that the emitting state is more polar than the ground state. This All molecular orbital calculations were performed using the
trend is consistent with a general solvent effect arising from GAMESS program packadé. The 6-31G* basis set was
dipolar interactions that stabilize the more polar emitting state employed, and core orbitals were approximated using the SBK
better than the ground state. In addition, the fluorescence effective core potentials for heavy atoAisThe 9-methyl
quantum yield increases dramatically with increasing solvent derivative of 2AP was chosen for these calculations because it
polarity2°25 The solvent dependence of the quantum yield is essentially isoelectronic with the 9-ribosylated and deoxyri-
suggests the presence of an intramolecular quenching mechabosylated derivatives found in nucleic acids. Substitution at the
nism that is sensitive to the energy of the emitting state. It has 9-position also eliminates the complications associated with
been hypothesized that this solvent-dependent quenching arise§automerism between the 7-H and 9-H forms of 2AP, which
from vibronic coupling between thesz* emitting state and a has been shown to significantly alter the calculated electronic
nearbynz* state, which would result in nonradiative decay of states of the chromophot®.
the excitation because it increases the probability of radiationless Geometries.The ground-state geometry was optimized using
vibrational transition between ther* and ground state®. The the second-order MgllerPlesset (MP2) perturbation method
solvent dependence of this mechanism has been proposed t&inder the assumption of planatsf symmetry. However, for
arise from a difference in the magnitudes of the permanent OPtimization of thewsr* state, the geometry was permitted to
dipoles of thewz* and nz* states, which would impart a assumeC; symmetry. In this calcqlatlon, the symmetry of the
differential sensitivity to dipolar (general solvent) interactidns. 9round-state geometry (the starting structure for excited-state
Alternatively, it has been hypothesized that this trend representsCPtimization) was removed by manually rotating the methyl
the destabilization of therr* state by hydrogen bonding (the ~Protons by 90 around the N9-C9 bond. This perturbation did
“nor* blue-shift” effect), where the energy of the destabilizing not significantly alter the properties of the cglqulated electronic
hydrogen bond increases with solvent pola#fRecently, the states (Table 1) and was applied only to assistin th*e convergence
presence of such amr* transition at approximately 4.5 eV was of CASSCF. The geometry of the lowest singiet* excited

inferred from features of the linear dichroism and fluorescence state was qptl_mlzed by the CAS.SCF gradient u;s,lng an active
anisotropy excitation spectra of 24P space consisting of 14 electrons iw25 77, and 3x7* orbitals.

i i i ] . All occupieds orbitals were included in the active space, except
Vibronic coupling between excited electronic states depends oy one localized to the N9CY bond, which was excluded
on two factorsi*?°First, the energy difference between the states pecause excitations from this orbital did not significantly
must be reasonably small because the probability of vibronic contripute to the electronic configuration at the initial geometry.
coupling depends approximately inversely on this energy gap. Coordinates are available upon request.
Therefore, the efficiency of this process will vary with any Electronic Structures and Energies. The active spaces,
factor, such as solvation, that perturbs the state energies. Seco”‘beometries, and electronic states for all CASSCF calculations
there must be an appropriately oriented vibrational mode that yeported here are summarized in Table 1. The electronic wave
can increase the transition probability between the two states.fynctions and energies for the ground state and lowest singlet
For coupling between therr* and nz* states of a planar  zz* and nz* excited states were computed by CASSCF at the
aromatic molecule, the vibrational mode must be directed out ground-state geometry (Frane€ondon states) to obtain excita-
of the molecular plane because the states belong to differenttion energies, and the ground ama* states were calculated at
symmetries. Vibronic coupling betweenr* and nz* states  the optimizedrz* geometry to obtain the emission energy. The
results in efficient quenching ofz* fluorescence because the  active space for ground-state amd* state calculations consisted
frequency of the vibronically active mode of ther* state of 20 electrons in %, 57, 2 7%, and 10* orbitals. However,
decreases, increasing the Fran€london factor for the radia-  for zz* state calculations, the active space was reduced to 14
tionless decay ofr* excitation1® Thus, vibronic coupling electrons in 20, 5 7, and 3x* orbitals (the same as those for
provides an intramolecular mechanism of fluorescence quench-geometry optimization) to improve convergence. To determine

Calculation Methods
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TABLE 1: Summary of CASSCF Calculations

no. state geometry active space Ecasscr(a.u.) Emcoppr (a.U.)

1 ground ground 20€50,5m,27*,10* —85.470762 —86.869352

2 ground groundl 20e /50,57,27*,10* —85.473134 -

3 ground groundl 14e/20,5m,37* —85.463073 -

4 ground Tt 20e /50,57,27*,10* —85.450222 -

5 ground Tt 14e /20,57, 37* —85.450391 -

6 o ground? 14e /20,57,37* —85.270408 -

7 T 7l 14e /20,57, 37* —85.292745 -

8 groundfrr*® ground 20e /50,57, 271*,10* —85.459631+85.247757 —86.886173#86.740178

9 groundfz*® Tt 20e /50,57,271*,10* —85.448126+85.293174 —86.867993#86.733001
10 nz* ground 20e/50,5m,21*,10* —85.256192 —86.688564

2 Ground-state geometry with Cénethyl rotation Equally weighted state-averaged wave function.

the effect of active space on computed molecular properties such et oy W
. X xcited State \ ...
as dipole moment, we also calculated the ground state using
i 1 H i i H '—k Relaxed
this reduced active space at both excitation and emission Emiting State

geometries. The CASSCF energynaf* excitation was obtained

from the difference between the energies of wave functions
computed for the pure ground amd* states. However, the

energies ofrr* excitation and emission were computed from ,
state-averaged wave functions in which the ground and —
states were equally weighted. State averaging has been shown
to be an effective method of equalizing the contribution of He
dynamic electron correlation to the ground- and excited-state
energies! The active space for the state-averaged calculations

FC Ground State

Ground State  ———

consisted of 20 electrons in& 5 &, 2 #* and 1 ¢* orbitals. Co, i N
Thus, all transition energies were obtained from CASSCF / \(35/ \K
calculations with an active space consisting of 20 electrons in ’T ” _________ > Cg—Hg
13 orbitals, althougms* energies were determined for pure- c o X/
state wave functions andt* energies for state-averaged wave / 2\ e 4\N 5
functions. HN N3

To obtain more accurate transition energies between the CHg

ground andrzx* states, MCQDPT was applied to the state- o o .
averaged CASSCF wave functions. The same active space Wa§1'gure 1. (A) Jablorski diagram for the excitation and emission of

. : . : e lowest singletrz* state of 2AP. The solid arrows represent the
employed for multiconfigurational perturbation as _for the absorption or emission of a photon. The dashed arrows represent the
corresponding state-averaged CASSCF. For correction of theyjprational relaxation of the FranekCondon (FC) state. (B) Axes and
excitation energy for ther* state, MCQDPT was separately  numbering conventions for 9M2AP.
applied to the pure wave functions of the ground antistates.

Molecular orbitals were plotted using the program MOLDEN  represent electrostatic interactions of the fluorophore with the
(Center for Molecular and Biomolecular Informatics, University permanent and induced dipoles of the solvent, respectively.
of Nijmegen, The Netherlands). Although the two terms in eq 1 are similar in magnitude, the

Solvatochromic Shifts. The directions and relative magni-  factor multiplied byA varies over a much wider range between
tudes of solvatochromic shifts in electronic spectra were solvents than that multiplied bf. For example, when the
predicted using elements of a simplified classical thédfyin solvent is changed from 1,4-dioxane to water, the factor
this model, the solvated fluorophore is represented as a pointmultiplied by A changes from 0.03 to 0.76, whereas the factor
dipole occupying a cavity of radiwswithin a continuum solvent  muiltiplied by B changes from 0.20 to 0.17. Thus, the extent of
of dielectric constant and refractive indexn. This model the predicted solvatochromic shift of an electronic transition
excludes specific chemical interactions, such as hydrogendepends on the differences in both magnitude and direction of
bonding, between the fluorophore and solvent molecules. Thethe permanent molecular dipoles for the two states involved
energy shifts of solvation in absorption and emission spectra and on the dielectric and optical properties of the solvent.
relative to the vacuum depend on the properties of the solvent

according to Results
1 [e—=1 n?P=1 -1 The ab initio molecular orbital calculations presented below
AE=— A - (1) recapitulate the cycle of electronic excitation and fluorescence
a3l \€t2 n*+2 2’ + 1, P 4

emission of 2A9MP as it is schematically presented in Figure
la. The molecular geometry was first optimized in the ground
state. At this geometry, the lowest singlet* excited state was

calculated, and the energy and transition dipole of the first

The coefficientsA and B depend on the properties of the
fluorophore and are given by

Aps o= ﬁge(ﬁg — i) ) ultraviolet absorption were predicted. The geometry of this
' ’ excited state was optimized to obtain the fluorescent emitting
B= (ygz - uez) 3) state. Finally, the ground state was recalculated at the emitting

geometry to obtain the energy and transition dipole of fluores-
whereugy and ue are the ground- and excited-state molecular cence emission. The effects of solvation on the absorption and
dipoles, respectively. The first and second terms in eq 1 emission spectra were calculated from the properties of these
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C6:z= 0.13A
H6" z=-0.10A

CH,

Figure 2. Optimized geometry of 2A9MP in (A) the electronic ground
state and (B) therz* emitting state. Bond distances are indicated in
normal type, and angles in italics. Bold-faced numbers indicate values
that differ significantly between ground-state ama* geometries.

four states. In addition, the lowest singtet* excited state was
calculated and the energy of excitation to this state predicted.

The numbering and coordinate conventions for 2A9MP are
shown in Figure 1b. The-axis is defined as the line passing
through C8 and bisecting the NT2 bond. They-axis is
approximately parallel to the CAC5 bond. Angles in the
molecular plane are defined with respect to yhaxis, with a
positive deflection resulting from a counterclockwise rotation,
as shown in Figure 1b.

Ground-State Geometry and Absorption Spectrum.The
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TABLE 2: Transition Energies and Dipoles for Singlet wa*
and nx* States

SSC.
transition EMCSCF(eV) EMCQDPT (eV) Eexp[(eV) 02 strength
S—ar* 5.76[215p¢ 3.97[312] 4.06[306] 110 0.615
S—nrt 5.84[212F 4.91[252] 4.46278] - -
ant —SP 4.22[294F 3.67[338] 3.60[344] 113 0.113

aTransition dipole®? Transition energy (eV) and [wavelength (nm)].
¢ Transition energy calculated from equally weighted state-averaged
wave function with an active space of 20 electrons in 13 orbitals.
d Transition energy calculated from pure-state wave functions, each with
an active space of 20 electrons in 13 orbital8bsorption maximum
in ethyl ether (ref 13){ Estimated absorption maximum in neutral
aqueous buffer (ref 12J.Emission calculated at optimizedz*
geometry." Emission maximum in cyclohexane (ref 14).

Figure 3. Molecular orbitalp, coefficients for orbitals involved in
electronic transitions at the ground-state geometry. (A) Orbitals involved
in tr* excitation, and (B) orbitals involved insrt excitation. For each
transition, the largest coefficient in the configurational expansion is
for a single excitation from the molecular orbital depicted on the left
to the one shown on the right.

The electronic configuration of thes* state is composed
predominantly of a small number of states, which are listed in
Table 3. The largest coefficient is for a configuration represent-
ing a single excitation from the highest occupied (HOMO) to
the lowest unoccupied (LUMO) molecular orbital. Thoe
coefficients of these two orbitals at the ground-state geometry
are depicted in Figure 3a. The HOMO is a highly delocalized

bond distances and angles for the MP2/6-31G* ground-state ; orbital, with the greatest densities on the-€25 bond, a

geometry of 2A9MP are depicted in Figure 2. These values
agree well with the 2AP geometry previously calculated using
the same method and basis?satd with the geometry for the
2AP moiety in the crystal structure of the antiviral drug
famcyclovir®

diffuses system on N3-C2—N1—C6, and localizegb, orbitals
on C8 and the extracyclic amino group. The LUMO isra
orbital localized almost entirely to C6 and the NC2 iz bond.
Thus, excitation results in a shift of electron density from the
C4—C5 bond and the delocalized four-centetbond to C6.

The total energies for all computed electronic states are listed Except for a relatively small loss of electron density on C8, the
in Table 1, and the predicted energies and transition dipolesimidazole ring is not involved in the excitation. Noexcitation

for zr* excitation and emission and fawr* excitation are

summarized in Table 2. No vapor-phase or low-temperature
spectra exists for 2AP or its derivatives, so calculated transition
energies can only be validated by comparison with solution

makes a significant contribution to the CASSCF wave function.
Optimization of the excited-state geometry (see below) does
not qualitatively alter this orbital configuration.

At both the ground-state and excited-state geometries, one

spectra. The CASSCF transition energies are consistently greateof the five ¢ orbitals initially included in the active space
than the experimental values. These overestimates are typicathanges in character taworbital during CASSCF optimization.

of CASSCF calculations of the spectra of aromatic chro-
mophores because this method does not fully account for
dynamic electron correlatiof. The MCQDPT energies of the

same transitions show significantly better agreement with

In addition, at the emitting geometry, the activeorbital takes
on the character of a* orbital. These changes reflect the
coupling between the andsr manifolds that is achieved with
a mixed active space. However, neither theor thes* orbital

experimental values than the respective CASSCF energies. Thdahat rotates into the active space during CASSCF participates

MCQDPT energy ofr* excitation is 3.97 eV (corresponding
to a wavelength of 312 nm), which differs by less than 0.11 eV
from the experimental maxima (3.99.08 eV$29-250f the first
absorption band in a variety of solvents.

significantly in the electronic excitation.

The CASSCF energy for excitation to the lowest singlet
state is 5.84 eV (212 nm), and the corresponding MCQDPT
energy is 4.91 eV (252 nm). The latter result is in reasonably
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TABLE 3: Configurational States Involved in Electronic Transitions?

sr* excitation qr* emission nr* excitation
coefficient OTOCOTTTIT O coefficient OOTOOTITIITT TTITTT* coefficient OOTMOOTATACT TTTO*
0.78 2222222221 100 0.59 2222222221010 0.75 2222222221 100
—0.32 2222222212 100 —0.45 2222222221 100 0.41 2222122222 100
0.30 2222222221010 0.23 2222222211110 -0.32 2222222221010
0.21 2222221222 100 0.16 2222222212 010 0.17 2221222222 100
-0.14 2222222212 010 —-0.15 2222222212 001 -0.17 2222122222 010
0.12 2222221221110 0.14 2222222211 020 0.11 2222222121 200
0.12 2222221221 200 -0.14 2222221221110 -0.11 2222221221 200
0.10 2222222220 200 0.13 2222212222 010
0.13 2222212221110
0.11 2222221222 010
-0.11 2222221222 001

aIncluding only the 10 bonding and 3 antibonding orbitals in the active space. Note that the order of the orbitals is not the sarmanfdr
nz* excitations. Bonding and antibonding orbitals are separated by a space.

good agreement with the experimental value of 4.46 eV (278 The observed buckling of ther* state does not agree with
nm) in neutral aqueous buffétwhich is highly uncertain due  previously reported results for the excited-state geometry of
to the low oscillator strength and extensive solution spectral 2AP, which was found to be essentially planar by three
broadening characteristic oft* transitions. State averagingwas methods: semiempirical AM1, CIS, and CASSCF with an active
not employed in the determination of these energies due to thespace consisting of # electrons in 4 orbitalIn this previous
differing symmetries of the ground amct* states. study, it was also reported that the amino H-atoms dfriiated

As with ther* state, thent* state is dominated by a few  90° out of the molecular plane; this rotation is not observed in
configurational state functions, as listed in Table 3. The largest the current geometry. The disparity between these results is
coefficient is for a configuration representing a single excitation attributable to several improvements in methodology in the
from a nonbonding orbital oA" symmetry localized on N1 to  present study. In the present calculations, the use of polarization
an A" antibonding orbital localized on C6. The distribution of functions improves the description of wave functions. More
this singly occupiedt* orbital is very similar to that of the importantly, a much larger active space containing ko#nd
corresponding orbital in therz* state. These orbitals are x orbitals permits therz* state to attain a puckered conforma-

depicted in Figure 3b. tion. Such a geometry cannot be achieved with@nly active
Excited-State Geometry and Emission SpectrumThe space.
geometry of the lowest singlatt* excited state was optimized As with the excitation energies, the CASSCF energy of

by the CASSCF gradient with an active space consisting of 14 fluorescence emission is significantly greater than experimental
electrons in 2o, 5 7, and 3x* orbitals. The 20 orbitals had values. However, inclusion of electron correlation through
the character of nonbonding orbitals localized to N1 and N3. perturbation theory improves the results considerably. The
This active space was generated by removing@bitals and MCQDPT emission energy is 3.67 eV (338 nm), in excellent
1 o* orbital from the active space used for electronic structure agreement with the experimental emission maxima of 3.60 eV
calculations. Reduction of the active manifold was required to (344 nm) for 9E2AP in cyclohexarfé.
permit excited-state optimization with reasonable demands on The CASSCF wave function of ther* state could not be
computational resources. Ther* excitation energy (Table 2)  converged at the optimizedrz* geometry. Without molecular
was effectively unchanged by reduction of the active space. symmetry, it is not possible to restrict the configurational
The bond distances, angles, and selected dihedral angles foexpansion t&\" states, and none of the 20 lowest-energy excited
the excited-state geometry are depicted in Figure 2. The states obtained from CI expansion of the initial orbitals were
differences between this geometry and the ground state paralleffound to have even approximatd’ character. However,
the changes in electron density upon excitation. In the excited optimization of therz* state is predicted to decrease the energy
state, the C6N1 and C5-C6 bond distances are increased, of the nz* state by approximately the same amount as that of
and the adjacent NAC2 and C5-N7 bonds are correspondingly  the mz* state (~0.5 eV), given the similar distributions of
shortened. The increased separation between C6 and itselectron density in the two states (see Figure 3). Therefore,
neighbors is consistent with a decrease in bond order due toqualitative conclusions about the properties of & state at
occupation of the LUMO, an antibonding orbital localized to the emitting geometry can be inferred from the wave function
C6. This separation is accompanied by a modest (0.13 A) computed at the ground-state geometry.
buckling of C6 out of the molecular plane and an approximately =~ Permanent Molecular Dipoles and Solvatochromic Shifts.
equal and opposite{0.10 A) displacement of H6. Buckling of ~ The permanent molecular dipoles in the ground state and the
the pyrimidine ring is consistent with mixing between the sz and na* excited states are shown in Figure 4. Each of
and & electronic manifolds, as expected when both types of these dipoles was computed from the wave function of the pure
orbitals are present in the active space. A similar optimization electronic state. Reduction of the active space from 20 to 14
with an active space containing narbitals produced a planar  electrons (see Table 1) has a negligible effect on the molecular
geometry (data not shown), indicating the importance of dipole of the ground state: the magnitude decreases less than
coupling thes andsr manifolds in the active space for geometry 5%, and the direction changes by less thani. Ithe same
optimization. The observed buckling of the optimizee* consistency may not be evident for the excited states, which
geometry implies excitation of an out-of-plane vibrational mode will probably depend more sensitively on the composition of
during relaxation of the excited state. Such an extraplanar the active space. However, we will compare the dipoles of the
vibration is consistent with the previously hypothesized mech- ground anchs* states (computed with 20 electrons in 13 active
anism of fluorescence quenching by vibronic coupling to a orbitals) with that of ther* state (computed with 14 electrons
nearbynr* state?? in 10 active orbitals) directly, under the assumption that the
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TABLE 4: Solvatochromic Shift Coefficients

transition lta], luz| (D)2 A (D? B (D? Aad (eV)P B/ad (eV)° Eo (eV)° a (AP Ewar (EV)°
S — w* 3.64,4.68 —2.4 —8.6 —0.06 —0.22 411 291 4.07
S — n* 3.67,4.49 54 —-6.7 0.51 —0.64 - - -
Tt — S 4.33, 3.68 —-3.7 —5.2 —0.35 —0.50 3.70 1.87 3.36
* — no*d 4.68, 4.49 4.8 1.6 0.51 —0.64 - — -

2 Dipole moments of the two states involved in the transitfo@alculated from a least-squares fit of the experimental transition energies from
refs 11, 14, and 15 to eq 1. The permanent molecular dipoles of the groundrdrsdates were fixed to the values obtained from CASSCF for
this analysis, and the vacuum transition enefgyand the cavity radiua were taken as adjustable parameters. Forthestate, excitation and
emission data were fitted separately. For mh# state, the reported solvent shift energies are calculated from the permanent dipolewf ttate
and from the values d& anda calculated for therz* emission.¢ Emission energy in water from ref 14Adiabatic approximation for vibronic
coupling.

42
A
41 A
s o QR o o
L 4L OAO
ujé &
So 39}
Figure 4. Permanent molecular dlpole of 2A9MP in the groung)(S
wr*, and nr* states at the ground-state geometry. Length of arrows is 3.8 t
proportional to dipole moment. 0.000 0.400 0.800
f(e,n)
magnitude and direction of the excited-state dipoles are only
weakly sensitive to the change in active space. At the ground- 3.65
state geometry, the magnitudes of the dipoles are 3.6, 4.6, and
4.5 D for the groundsr*, and nz* states, respectively. The
ground-state dipole is directed approximately along the-C5 -
C4 bond. Therz* and nz* dipoles are rotated relative to the S
ground-state dipole in the direction of C2 by approximately Fas
—24° and —60°, respectively. At therz* emitting geometry, w
the magnitudes of the dipoles are 3.7 and 4.3 D for the ground
andzr* states, respectively. Relaxation of the excited state does
not rotate these dipoles significantly from their orientation at A
the ground-state geometry. 3.25 .
The solvatochromic shift coefficiensandB (see Calculation 0.000 0.400 0.800
Methods) for each of the electronic transitions discussed above f(e,n)

are summarized in Table 4. On the basis of the molecular dipolesFigure 5. Least-squares fitting of eq 1 to the experimental absorption
predicted by CASSCF, both ther* absorption and emission  (A) and emission (B) spectral maxima from refs 9, (triangles), 13
spec’[ra are pred|cted to Sh|ft to |ower energy (|Onger‘ Wave'ength) (CerleS) and 14 (Squares) The line represents the best fit of eq 1to
with increasing solvent polarity (or decreasing polarizability), the experlmental data; the parameters recovered from this analysis are

. . . . . summarized in Table 4. On the horizontal ax{g,n) representse(—
W|th t_he magnitude of th(_e shift being slightly greater for Dl + 2) — (% — 1)/ + 2), i.e., the factor multiplied b in eq 1.
emission than for absorption. The weak dependence of the
excitation energy on solvent properties arises from the small B/a3 (Table 4), which represent the slope (in energy units) of
change (0.9 D) in dipole moment and orientation°j2getween the dependence of spectral shifts on solvent propertiestiFor
the two states. For emission, the predicted spectral shift is absorptionA/a® is —0.06 eV, while for emission it is-0.35
slightly larger because the excited-state dipole is larger thaneV, reflecting the much greater variation in emission energies
that of the ground-state (see eq 2). with solvent.

The calculated molecular dipoles were compared to experi- These differing sensitivities of the two transitions to solvent
mental absorption and emission energies in a variety of solventspolarity are also evident in the very different valuesaahat
by performing a linear least-squares fit of eq 1 to the are required to fit the computed molecular dipoles to experi-
experimental spectral energie®.25In this analysis, the cavity =~ mental absorptiona(= 2.91 A) and emissiona(= 1.87 A)
radiusa and the vacuum transition energy were allowed to shifts. The optimal value o& should be the same for both
vary to maximize the agreement between calculated molecularabsorption and emission shifts because the effective radius of
dipoles and experimental energies. The experimental spectralthe solvent cavity is unlikely to differ significantly between
maxima and lines of best fit are shown in Figure 5, and the absorbing and emitting states. The disagreement between these
recovered parameters are summarized in Table 4. Both absorpvalues implies that there are inaccuracies in some or all of the
tion and emission energies are reasonably well predicted by eqcomputed dipoles and, by extension, in the corresponding
1, although the sensitivities of the two transitions to solvent electronic states. Of the various electronic states, those calculated
differ markedly. Absorption spectra vary little in energy with  at the emitting geometry are probably the least accurate because
solvent, while emission spectra undergo somewhat larger shifts.of the limitations of excited-state geometry optimization. At the
This difference is reflected in the best-fit paramet&fs® and present time, excited-state geometries can only be obtained by
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CASSCF (or less expensive methods). Perturbation theory, bilize the nz* state relative to therz* state in proportion to
which is known to greatly improve the accuracy of ground- the polarity of the solvent. Because the efficiency of vibronic
state geometries, cannot be applied to excited-state optimizationcoupling depends approximately inversely on the energy gap
Therefore, the optimizedn* geometry is only approximate  between the staté$,the vibronic coupling between ther*
and may not resemble the actual emitting geometry closely and nz* states will decrease in polar solvents. Consequently,
enough to give correct molecular dipoles for all electronic states the quantum yield oft* fluorescence will increase in such
(although it does give an accurate MCQDPT emission energy). solvents.
Despite the inconsistency with experiment, it is likely that many ~ The solvent dependence of fluorescence quenching of 2AP
features of the optimizeds* geometry correspond to those of by vibronic coupling betweens* and n* states has also been
the true emitting state. In particular, the buckling of the postulated to arise from destabilization (“blue-shift”) of tiaet
optimizedz* state at C6 is likely to be present in the true state due to hydrogen bonding in polar solvefitsSuch
emitting geometry because it arises in response to the largedestabilization is likely to arise due to the loss of electron density
changes in electron density upan* excitation (as discussed  on N1 in thenz* state (Figure 3). This change will make N1 a
above). weaker H bond acceptor and consequently decrease the stabiliz-
Experimental measurements of solvatochromic shifts for 2AP ing energy of a hydrogen bond at this position. However, the
have generally predicted a larger dipole change between themolecular dipoles predicted here suggest that general solvent
ground andrz* states (1.6 D< Au < 3.8 D) than is observed  €ffects may play at least as important a role as hydrogen bonding
here®7:20 However, the analysis performed in these studies in determining the efficiency of vibronic coupling.
differs in several important regards from the one here. First,
the predicted value oAu depends sensitively on the cavity Conclusions
radiusa, which previous investigators have arbitrarily taken to
be 3.8 A. Second, the previous studies and the current wor
employ slightly different theoretical formalisms to predict
solvation energies. The dipoles predicted will differ with the
choice of solvation model, although either model can be
acceptably fitted to the experimental data by adjustment of the
parameten. Finally, the previous studies based their estimation
of dipoles only on the Stokes’ shift (the energy gap between
absorption and emission maxima). Such an analysis implicitly

K 2AP has been widely utilized as a fluorescence probe for
biophysical studies of DNA structure, dynamics, and interac-
tions, but mechanistic models that describe the effects of intra-
and intermolecular processes on its fluorescence properties have
not been developed. To facilitate the development of such
models, we have calculated the lowest-energy singkétand

nz* excited states of 2A9MP using CASSCF and MCQDPT.
The predicted energies for electronic excitation and fluorescence

assumes that the molecular dipoles are identical at both emission agree We” with exper_imental_values. Using aSiT“p'e
absorption and emission geometries. However, neither thecIaSS|caI formulation of solvent interactions, we have predicted

experimental specta datanor e dipoles compute ere agred® SEct of ot pary and pojarzabiiy on fese
with this assumption. Therefore, it is difficult to compare the '

calculated molecular dipoles with those estimated by previous ground state at both FranelCondon and emitting geometries

investigators directly. Nevertheless, the direction and relative Lﬂgglr?errs?é\;eggsbg?; Eoeﬂg?;?igrfrzgcgﬁq?ss;i22daf§rrfg(?::t?tly'
magnitude of solvent-induced shifts in absorption and emission 9 7 y

. . - .
spectra predicted here are consistent with experimental Ire_reduced. In contrast,*thm s_tate is destabilized relative to
sults5:20.25 both the ground ands* states in polar solvents, and the energy

. . . __of transitions to this state are increased significantly. This effect
In experimental measurements of absorption spectra in various

s arises almost entirely due to reorientation of the molecular dipole
solvents, a number of anomalous spectral shifts have been

X ) in the nt* state relative to those of the other two states.
observed:20These results are consistent with the weak solvent Therefore, it is predicted that the efficiencyof* fluorescence

sensitivity predicted here but, furthermore, suggest that specific
interactions are important determinants of the solvatochromism i+, increasing solvent polarity, consistent with experimental
of this fluorophore. Of particular interest, the absorption L oosurements of fluorescence quantum yield in various sol-
spectrum in water is shifted to energies higher than those in,qg20.25 Thus, the observed dependence of fluorescence
many less pol_ar solvents, suggesting that hydrogen bondlr_lg INquantum yield on solvent polarity can be rationalized purely in
aqueous solution may stabilize the ground state more effectively ;o ms of classical dipolar interactions (although the current
than thesrz* state?2? results do not exclude the possibility of significant hydrogen
The energy ofn* absorption is predicted to increase with  phonding effects). We hypothesize that this intramolecular
increasing solvent polarity, as can be seen from the coefficientsquenching pathway may also underlie the effects of DNA
in Table 4. This destabilization of ther* state by the solvent  conformation on the quantum yield of incorporated 2AP. It is
relative to the ground state arises from the rotation ofrtie possible that the nonpolar environment experienced by the
dipole, approximately 60and 35 relative to those of the ground  chromophore within the DNA helix contributes to the fluores-
and wz* states, respectively. Upon excitation, the rotation of cence quenching. Conformational changes that increase the
the permanent dipole of the fluorophore will cause solvent exposure of the probe to the more polar aqueous environment
dipoles that were equilibrated around the ground-state fluoro- would increase the quantum yield. An extreme example of this
phore to be oriented unfavorably around tie* state. Thus,  phenomenon is the dramatic increase in DNA-incorporated 2AP
although the magnitudes ofz* and nz* permanent dipoles  fluorescence upon binding to enzymes that “flip” the base out
are similar, the two states have very different solvent sensitivities of the helix!4 Thus, the sensitivity of 2AP to DNA conformation
due to the difference in the relative orientation of those dipoles. could arise from the dependence of its quantum yield on the
The rotation of thewr* permanent dipole could also underlie  polarity of its environment.
the dependence of the fluorescence quantum yield on solvent
polarity. When solvent molecules are equilibrated around the  Acknowledgment. The authors gratefully thank Patrick
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